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20. of nodes that may be able to execute the task. We describe the kinds of
information that must be passed between nodes during the discussion in order
to obtain effective problem-solving behavior. This discussion is the origin of
the negotiation metaphor: Task distribution is viewed as a form of contract
negotiation.

We emphasize that protocols for distributed problem solving should help
determine the content of the information transmitted, rather than simply
provide a means of sending bits from one node to another.

The use of the contract net framework is demonst'ated in the solution of
a simulated problem in area surveillance, of the sort encountered in ship or
air trJAffjicc;ntrol,., We discuss the mode of operation of a distributed
sensing system, a network of nodes extending throughout a relatively large
geographic area, whose primary aim i-s the formation of a dynamic map of traffic

'ný the area.

"-' From the results of this preliminary study we abstract features of the
framework applicable to problem solving in general, examining in particular
transfer of control.KComparisons with PLANNER, CONNIVER, HEARSAY-If, and
PUP6 are used to demohstrate that negotiation -- the two-way transfer of
information -- is a natural extension to the transfer of control mechanism
used in earlier problem-solving systems.
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We describe the'concept of distributed problem solving and define it as the cooperative

solution of problems by a decentralized and loosely coupled collection of problem solvers. This
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Abstract

We describe the concept of distributed problem solving and define it as the cooperative
solution of problems by a decentralized and loosely coupled collection of problem solvers. This
approach to problem solving offers the promise of increased performance and provides a useful

medium for exploring and developing new problem-solving techniques.
We present a framework called the contract net that specifies communication and control In

a distributed problem solver, Task distribution is viewed as an interactive process, a discussion
carried on between a node with a task to be executed and a group of nodes that may be able to
execute the task. We describe the kinds of information that must be passed between nodes during
the discussion in order to obtain effective problem.solving behavior. This discussion fs the origin of
the negotiation metaphor: Task distribution is viewed as a form of contract negotiation.

We emphasize that protocols for distributed problem solving should help determine the
content of the Information transmitted, rather than simply provide a means of sending bits from one
node to another.

The use of the contract net framework is demonstrated in the solution of a simulated problem
in area surveillance, of the sort encountered in ship or air traffic control, We discuss the mode of
operation of a distributed sensing system, a network of nodes extending throughout a relatively large
geographic area, whose primary aim Is the formation of a dynamic map of traffic In the area.

From the results of this preliminary study we abstract featt'res of the framework applicable to
problem solving in general, examining in particular transfer of control. Comparisons with PLANNER,

C;ONNIVI 14, 1IL M/ISAY.II, and PUP6 are used to demonstrate that negotiation .. the two-way transfer of
information -- is a natural extension to the transfer of control mechanisms used In earlier
problemsolving systems.
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1. INTRODUCTION

Traditional work in problem solving has, for the most part, been set in the context of a single
processor. Recent advances in processor fabrication techniques, however, combined with
developments in communication technology, offer the chance to explore new ideas about problem
solving employing multiple processors.

In this paper we describe the concept of distributed problem solving, characterizing it as the
cooperative solution of problems by a decentralized and loosely coupled collection of problem
solvers. We find three issues central to the successful construction of frameworks for distributed
problem solving, labeling them (i) the fundamental conflict between the complete knowledge needed
to ensure coherence and the incomplete knowledge inherent in any distribution of problem solving
effort, (ii) the need for a problem solving protocol, and (iii) the utility of negotiation as a organizing
principle. We illustrate our approach to those issues in a framework called the contract net.

Section 2 describes our concept of distributed problem solving in more detail, contrasting it
with the more widely known topic of distributed processing. Section 3 explores some of the
motivations for distributed problem solving, suggesting what we hope to gain from this work. In
Section 4 we consider the three issues listed above, describing in more detail what we mean by each
and documenting the importance of each to the problems at hand.

Section 5 describes how a group of human experts might cooperate in solving a problem and
illustrates how this metaphor has proved useful in guiding our work. Section 6 then considers several
observations about how a group of computers might cooperate to solve a problem and illustrates the
contributions these observations have made to our work.

In Section 7 we describe the contract net. We focus on its use as a framework for
orchestrating the efforts of a number of loosely coupled problem solvers. More detailed issues of its
implementation, as well the tradeoffs involved in its design, are covered elsewhere (see, e.g., [24],
[25], and [26]). Section 8 describes an application of the contract net. We consider a problem in
distributed sensing and show how our approach permits a useful degree of self.organization. ,

Section 9 then takes a step back to consider the issue of transfer of control. We show how
the perspective we have developed -.- notably the issue of negotiation ... offers useful insights about
the concept of control transfer. We review invocation techniques from a number of programming
languages and illustrate that the whole range of them can be viewed as a progression from simple to
increasingly more sophisticated information exchange. In these terms the negotiation technique
used in the contract net becomes a natural next step.

Sections 10 and 11 consider the sorts of problems for which our approach is well suited and
describe the limitations and open problems in our work to date.

2. DISTRIBUTED PROBLEM SOLVING: OVERVIEW

In our view, three defining characteristics of distributed problem solving are that it is a
cooperative activity of a group of decentralized and loosely coupled knowledge-sources (KSs), each
of which may reside in a distinct processor node. The KSs cooperate in the sense that no one of them
has sufficient information to solve the entire problem, so a mutual sharing of information is necessary
to allow the group as a whole to produce an answer. By decentralized we mean that both control and
data are logically and oflen geographically distributed; there is neither global control nor global data
storage. Loosely coupled mteans that individual KSs spend most of their time in computation rather
than communication.

Inlerest in such problem solvers arises from the promise of increased speed, reliability, and
extensibility, as well as ability to handle applications with a natural spatial or functional distribution,
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and the potential for increased tolerance to uncertainty in data and knowledge.
Distributed problem solving differs in several fundamental respects from the more widely

known topic of distributed processing. Perhaps the most important distinction arises from examining
the origin of the system and the motivations for interconnecting machines.

Distributed processing systems often have their origin in the attempt to synthesize a network
of machines capable of carrying out a number of widely disparate tasks. Typically, several distinct
applications are envisioned, with each application concentrated at a single node of the network (as
for example in a three-node system intended to do payroll, order entry, and process control). The aim
is to find a way to reconcile any conflicts and disadvantages arising from the desire to carry out
disparate tasks, in order to gain the benefits of using multiple machines (sharing of data bases,
graceful degradation, etc.).

Unfortunately, the conflicts that arise are often not simply technical (e.g., word sizes,
database formats, etc.) but include sociological and political problems as well (see, e.g., [6]). The
attempt to synthesize a number of disparate tasks thus leads to a concern with issues such as access
control and protection, and results in viewing cooperation as a form of compromise between
potentially conflicting views and desires at the level of system design and configuration.

In distributed problem solving, on the other hand, there is a single task envisioned for the
system and the resources to be applied have no other predefined roles to carry out. We are building
up a system de novo and can as a result choose hardware, software, etc. with one aim in mind: what
selection will lead to the most effective environment ior cooperative behavior. This also means that
we view cooperation in terms of benevolent problem solving behavior, i.e., how can systems that are
perfect!/ willing to accommodate one another act so as to be an effective team. Our concerns are
thus with developing frameworks for cooperative behavior between willing entities, rather than
frameworks for enforcing cooperation as a form of compromise between potentially incompatible
entities.

A second important distinction arises from our focus on traditional issues of problem solving.
We intend, for example, that the system itself should include as part of its basic task the partitioning
and decomposition of a problem. Work in distributed processing, by comparison, has not taken
problem solving as a primary focus. It has generally been assumed, for example, that a well-defined
and a priori partitioned problem exists. The major concerns lie in an optimal static distribution of
tasks, methods for interconnecting processor nodes, resource allocation, and prevention of
deadlock. Complete knowledge of the problem has also been assumed (i.e., explicit knowledge of
timing and precedence relations between tasks) and the major reason for distribution has been
assumed to be load-balancing (e.g., [1], [2]). Since we do not make these assumptions, we cannot
take advantage of this pre.planning of resources. As will become clear, this makes for significant
differences in the issues which concern us and in the design of the system.

A final distinction results from the lack of substantial cooperation in most distributed
processing systems. Typically, for instance, most of the processing is done at a central site and
remote processors are limited to basic data collection (e.g., credit card verification). The word
distributed is usually taken to mean spatial distribution of data -.. distribution of function or control Is
not generally considered.

One way to view the various research efforts is in terms of the three levels indicated in Figure
1. At the lowest level the focus is the processor architecture. The main issues here are the design of
the individual nodes and the interconnection mechanism. The components of an individual node
must be selected (e.g., processor(s) and memory), and appropriate low-level interconnection
methods must be chosen (e.g., a single broadcast channel, complete interconnection, a regular
lattice, etc.).

The middle level focuses on the systems aspects of the problem solver. Among the concerns
at this level are such issues as guaranteeing message delivery, guaranteeing database consistency,
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and techniques for database recovery.
The focus at the top level is problem solving, where the concerns are internode control and

knowledge organization; in particular how to achieve effective problem-solving behavior from a

collection of asynchronous nodes. There is therefore a greater concern with the content of the

information to be communicated between nodes than with the form in which the communication is

effected.
All of these levels are important foci of research and each successive level depends on the

ones below it for support. Our concern in this paper, however, lies primarily at the level of problem

solving.

SPROBLEM SOLVING

SYST E MS. E
ARHIECTURE

Fig. 1: A layered approach to distributed problem solving.

For the remainder of this paper we will assume that the underlying hardware architecture is a

network of loosely coupled, asynchronous nodes. Each node has a local memory; no memory is

shared by all nodes. Each node may, and typically will, contain several distinct KSs. There is no

central controller; each node makes its own choices about tasks to work on. The nodes are

interconnected so that every node can communicate with every other by sending messages, perhaps

over a broadcast channel. We also assume the existence of a low-level communication protocol to

support efficient communication of bit streams between nodes.

3. DISTRIBUTED PROBLEM SOLVING: MOTIVATION

A major motivation for this work lies in the potential it offers for making available more

problem solving power, by applying a collection of processors to the solution of a single problem. It

may, for example, prove much easier to coordinate the actions of twenty medium-sized machines

than it is to build a single machine twenty (or even ten) times as large.

A distributed approach may also be well suited to problems that have either a spatial

distribution or a large degree of functional specialization. Spatial distribution often occurs in

problems involving interpretation of signal data from multiple sensors (e.g., [19]). Functional

specialization may occur in problems like understanding continuous speech (e.g., [16]): information

from many different knowledge-sources (e.g., signal processors, parsers, etc.) must be combined to

solve the problem.
Distributed problem solving also offers a way to apply to problem solving the recent

advances in both proceslor fabrication and communication techniques. Low-cost, small-scale VLSI

processors are now commonplace, with larger scale processors expected in the near future [20]. The

.- r- --. I
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synthesis of advanced computer and communication technology that has resulted in networks of
resource-sharing computers (e.g., [12], [141) offers a foundation for work on distributed
architectures. With these two developments as foundations, work can begin focusing on techniques
for effective use of networks of machines.

One reason for interest in distributed architectures in general is their capacity for reliable
computation. As a result of minimizing of shared, centralized resources, they offer the potential for
graceful degradation of performance in the face of individual component failures. By placing problem
solving in this environment, we have the chance to make it similarly reliable. The use of an approach
like the contract net, which distributes both control and data, also makes possible additional
responses to component failure. In addition to the standard response of continuing to function as
before (albeit more slowly), the option may exist of having the system reconfigure itself to take into
account the hardware available (see Section 11).

Finally, and somewhat more speculatively, there is the argument about "bounded
rationality". Some tasks appear difficult because of their size. They are "too big" to contemplate all
at once and are not easily broken into modular sub-problems (e.g., the working of the national
economy, the operation of a large corporation).

In such cases it may be difficult, both conceptually and practically, for a single problem

solver to deal effectively with more than a small part of all of the data or knowledge required to solve
the problem. Trying to scale up the hardware of a single problem solver may ease the practical
problem but does not solve the conceptual difficulty.

It may instead prove more effective to use multiple problem solvers, each of which handles
some fraction of the total problem, and to provide techinques for dealing with the interaction between
the sub-problems.

Recent work has explored a number of ideas relevant to accomplishing this goal. There is,
for example, the original HEARSAY-II model of cooperating KSs ([16]), in which each KS had a sharply
limited domain of expertise. It demonstrated the practicality of using a number of independent KSs to
encode large amounts of knowledge about a domain. The work in [17] reports on an experiment that
distributed both knowledge and data. In Section 7 we describe an approach to distributing problem
solving elf ort that dynamically distributes knowledge, data and control.

4. THE FUNDAMENTAL ISSUES

Our study of distributed problem solving to date has identified three issues that appear to be
central to the undertaking: (i) the fundamental difficulty of ensuring global coordination of behavior
when that behavior results from the aggregation of actions based on local incomplete knowledge, (ii)
the necessity of a protocol dealing with problem solving rather than with communication, and (iii) the
utility of negotiation as a fundamental mechanism for interaction. In this section we describe each of
the issues briefly, Sections 5 and 6 then demonstrate how these issues arise from basic
considerations of the task at hand.

4.1 Global Coherence and Limited Knowledge

One obvious problem that arises in employing multiple problem solvers is "coherence". Any
time we havw more than one active agent in the system there is the possibility that their actions are in
some fashion mutually interfering rather than mutually supportive. There are numerous ways in which
this can happen. We may have conflict over resources, one agent may unknowingly undo the results
of another, the same actions may be carried out redundantly, etc. In general terms, the collection of
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agents may somehow fail to act as a well-coordinated, purposeful team.
We believe that this problem is due to the fundamental difficulty of obtaining coordinated

behavior when each agent has only a limited, local view. We could, of course, guarantee*
coordination if every agent "knew everything", i.e., it had complete knowledge. If, for example, every
problem solver had complete knowledge of the actions of all the others, it would be possible to avoid
redundant or conflicting efforts.1

Yet any reasonable model of distribution appears to require incomplete, local views of the
problem. Complete information is, for example, at least impractical. As we argue in Section 6,
bandwidth limitations make it unreasonable to consider having every node constantly informed of all
developments.

A limited local view also simplifies the problem conceptually. The problem becomes far more
difficult to think about (and to program) if every problem solver has to keep track of everything. It also
seems contrary to the basic notion of distribution: Part of the motivation is to allow a problem solver
to focus on one part of the problem and ignore the rest.

For these reasons at least, then, any distribution of problem solving effort appears to imply
incomplete, local knowledge.

And when we say "incomplete knowledge", we include in "knowledge" the information
indicating "who needs to know what". That is, we do not assume the availability of a map of
subproblems and their interactions (As noted earlier, we consider decomposition and distribution to
be part of the system's task.) Without such a map, there is the chance that necessary interactions are
overlooked and hence we lose a guarantee of coordinated behavior.

Note that once we get such a map, or even a good approximation to it, we can count on the
locality of action and information to make distributed problem solving practical. By locality of action
and information, we mean that the problems typically attacked in Al are generally decomposable into
a set of subproblems in which the effects of actions and the relevance of information is quite local.
The actions taken to solve one subproblem generally affect only a few other subproblems; the
information discovered in solving one subproblem is generally relevant to only a few other
subproblems.2 As a result, each problem solver will have to interact with at most a few others, making
limited bandwidth a challenging but not fatal constraint.

To summarize: the conflict arises because distribution seems by its nature to require
supplying each problem solver with only a limited, local view of the problem, yet we wish to
accomplish a global effect --- the solution of the problem at hand. It is not obvious how we can
guarantee overall coordination from aggregations of actions based on local views with incomplete
information. Thus, while the locality of action and information means that distributed problem solving
is feasible, the necessity of incomplete knowledge means that guaranteeing coordinated activity is
difficult.

One very general answer is that we require some foundation for cooperation that extends
across the network of nodes, something that can be used as a basis for cooperation and organization.
As will become clear, our approach to this issue includes the use of (i) the concept of negotiation as a
mechanism for interaction (Section 7-1), (ii) the network of tasks that results from decomposing a

1. This difficulty is not limiled to distributed problem solving, it is only more painfully obvious there. The standard notion of
problem decomposition in centralized systems results in limited, local knowledge, and the same difficulty manifests itself as the
well-known problem of interacting subgoals.
2. The first hall of this obsefvation ... the locality of the effects of actions ... is typically used to justify informal solutions to the

frame problem. We can, for instance, account for the effects of an action with a list of consequences, because that list tends to
be short and predictable.

Similarly, the impact of information fends of be local. If I, as one member of a team, am working on one part of a
problem, most of what is discovered about the rest of the problem is irrelevant to me. Keeping me up to date on every detail
will only prove to be a distraction.
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problem (Section 8-2), and (iii) a common language shared by all nodes (Section 7.4).
Some elements of our protocol supply a more specific answer. Even though each problem

solver has only a limited view of the problem, the announcement - bid - award sequence of messages
described in Section 7 offers one way for a node to find out who else has relevant information.

Together these mechanisms provide an initial step toward a basis for achieving coordinated
behavior.

4.2 The Need for a Problem Solving Protocol

In most work on protocols for distributed computation the emphasis to date has been on
establishing reliable and efficient communication. Some degree of success has been achieved, at
levels ranging from individual packets to atomic actions (see, e.g., (27]). But these protocols are only
a prerequisite for distributed problem solving. In the same sense that communication among a group
of entities needs a carefully constructed communication protocol, so problem solving by a group of
entities requires a problem solving protocol. Cooperation cannot be established between nodes
simply by indicating how they are to communicate; we must also indicate what they should say to
each other.

The issue can also be viewed in the terms suggested by Figure 1. At each level we need to
give careful consideration to the basic architecture and we need the appropriate protocols. In the
same sense that we pay attention to hardware and systems architecture, so we need to consider a
"problem solving architecture"; as we have protocols that organize the communication of bits and
files, so we need protocols to organize the problem solving activity.

As discussed in Section 7, the contract net takes a step in this direction by providing a set of
message types that indicate the kind of information that nodes should exchange in order to effect one
form of cooperation.

4.3 The Utility of Negotation

One foundation of our approach to a problem solving protocol is the concept of negotiation.
By negotiation, we mean a discussion in which the interested parties exchange information and come
to an agreement. For our purposes negotiation has three important components: (a) there is a
two-way exchange of information, (b) each party to the negotiation evaluates the information from its
own perspective, and (c) final agreement is achieved by mutual selection.

The concept of negotiation appears to have multiple applications. In Section 7, for example,
we explore in detail the application of negotiation to the problem of matching idle problem solvers to
outstanding tasks. This matching is carried out by the system itself, since, as noted, we do not
assume that the problem has already been decomposed and distributed. As the metaphor in Section
5 suggests, negotiation provides an effective mechanism. We we also see that each of the three
components listed above contributes to its utility as a basis for interaction.

In Section 9-2 we explore a second application of negotiation by considering its utility as a
basis for transfer of control and as a way of viewing invocation as the matching of KSs to tasks. This
view leads to a more powerful mechanism for control transfer, since it permits a more informed choice

from among the alternative KSs which might be invoked. The view also leads to a novel perspective
on the outcome of the interaction. In most previous systems, the notion of selecting what to do next
typically involves taking the best choice from among those currently available. As will become clear,
in the contract net either party ha. the option of deciding that none of the currently available options
is good enough, and can decide instead to await further developments.
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5. A COOPERATING EXPERTS METAPHOR

A familiar metaphor for a problem solver operating in a distributed environment is a group of
human experts experienced at working together, trying to complete a large task.' Of primary interest
to us in examining the operation of a group of human experts is the way in which they interact to solve
the overall problem, the manner in which the workload is distributed among them, and how results are
integrated for communication outside the group. For reasons discussed above, we assume that no
one expert is in total control of the others, although one expert may be ultimately responsible for
communicating the solution of the top.level problem to the customer outside the group,

One possible model for the interaction involves group members cooperating in the execution
of individual tasks, a mode we have called "task-sharing" [26]. In such a situation we might see each
expert spending most of his time working alone on various subtasks that have been partitioned from
the main task, pausing occasionally to interact with other members of the group. These interactions
generally involve requests for assistance on subtasks or the exchange of results.

An expert (El) may request assistance because he encounters either a task too large to
handle alone, or a task for which he has no expertise, If the task is too large, he will first partition It
into manageable subtasks, and then attempt to find other e, perts who have the appropriate skills to
handle the new tasks. If the original task is beyond his expertise, he attempts right away to find
another, more appropriate expert to handle it,

In either case, El's problem is now to find experts whose skills match the tasks that he
wishes to distribute. If El knows which other experts have the necessary expertise, he can notify
them directly. If he does not know anyone in particular who may be able to assist him (or If the tasks
require no special expertise), then he can simply describe the tasks to the entire group.

If another, available expert (E2) believes he is capable of carrying out the task that El
announced, he informs El of his availability and perhaps indicates as well any especially relevant
skills he may have. El may wind up with several such volunteers and can choose from among them,
The chosen volunteer might then request additional details from El and the two will engage In further
direct communication for the duration of the task.

In order to distribute the workload in a group of experts, then, those with tasks to be
executed must find others capable or executing those tasks. At the same time, it is the job of idle
experts to find suitable tasks on which to work. Those with tasks to be executed and those capable of
executing the tasks thus engage in a form of negotiation to distribute the workload. They become
linked together by agreements or informal contracts, forming subgroups of varying sizes that are
created and broken Lip dynamically during the course of work.4

6. OBSERVATIONS AND IMPLICATIONS

The metaphor of a group of human experts offered several suggestions about organizing
problem solving effort. Here we consider how a group of computers might cooperate and examine
what that can tell us about how to proceed, We approach this by comparing the use of multiple,
distributed processors with the more traditional model of operation on a uniproc.ssor. We list several

3 1 hes metaphor has bepn used as a starting point hy 1101. [14] rand [t51, but has resulted in systems that differ tram our* In

slvet|ll ways The' tefem ent systeins aile coc)m nred in Secction 9.
4 Subqeoeies o• this type ollhr two advantn•.Is First, communi•,ation among the members does not needlessly distract the
Pntl!i0 g, oup 1his in. inpmol1,rit. Ibcam;eo Conmnminication itself can he' a maior source of distraction and difficulty in a large
group (.•e fl•r example 0 ll1) 1 lu.en one ol fhil rnior prurpo.•es of on)nriizatioat is to reduce the amount of communication that is
netnitid Second. the •tlihUfoLIl) membeis nmay bfl ahlh Io comi(mm.ate with each other in a language that is more efficient for
thre! puepose than the langualsc in use by the untiie g•o up (for tonre On this see (25]).
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basic observations characterizing the fundamental differences and consider the implications that
follow. While the list is not exhaustive, it deals with the differences we find most important.

Communication is slower than computation

That is, bits can be created faster than they can be shipped over substantial distances.' With
current technology, communication over such distances is in fact much slower than computation.
Attempting to interconnect large numbers of high speed processors can easily lead to saturation of
available bandwidth. Present trends indicate 121] that this imbalance in speed will not only continue,
but that the disparity is likely to increase. It appears as well that the relative costs of communication
and computation will follow a similar trend.

Several implications follow from this simple observation (Figure 2). It means for example
that we want problem decompositions that yield loosely coupled systems ... systems in which
processors spend the bulk of their time computing and only a small fraction of their time
communicating with one another, The desire for loose coupling means In turn that we need to pay
attention to the efficiency of the communication protocol: With a more efficient protocol, fewer bits
need to be transmitted and less time is spent in communicating. It also means that we need to pay
attention to both the modularity and grain size of the problems chosen. Problems should be
decomposed into tasks that are both independent and large enough to be worth the overhead
involved in task distribution, Non.lndependent tasks will require communication between processors,
while for very small tasks (e.g., simple arithmetic) the effort involved In distributing them and reporting
results would likely be greater than the work involved in solving the task itself.

Communication is slower than computation.

-- > loose-coupling

-- efficient protocol

-- modular problems

-- problens with large grain size

Fig. 2: Observations and implications.

We have argued above for loose coupling and based the argument on technological

considerations. The point can be argued from two additional perspectives as well. First, the
comments earlier concerning the locality of action and information suggest that, for the class of
problems we wish to consider, tight coupling is unnecessary. The activities and results of any one
problem solver are generally relevant to only a few others. More widespread dissemination of
information will mostly likely only prove to be distracting.

S. Over short distnnces, of course, permarent hardwired links can be very eflective. Where distances are large or varying
(e.g., mobile r(.hol'.), bandwidth again becomes a limiting factor,

N•t! rrlrjo that we mean communicating nil thn bits invnlved in a computation, not just the final answer. Otherwime
c:rIrrr1rrrricahm1,,;iy, one bit to indicate the primality of a 100 digit number would surely be laster than doing the computation
to determine the answer.
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A second argument, described in [161, takes a more emphatic position and argues for loose
coupling even where it is known to produce temporary inconsistencies. They note that standard
approaches to parallelism are typically designed to ensure that all processors always have mutually
consistent views of the problem. Such complete consistency, and the tight coupling it requires, Is,
they claim not necessary. They suggest instead that distributed systems can be designed to be
"functionally accurate", ie., the system will produce the correct answer eventually even though in an
Intermediate state some processors may have inconsistent views of the problem.

Thus we have arguments against tight coupling based on technological considerations (the
communication/computation imbalance), pragmatic Issues (the locality of action and information),
and empirical results which suggest that it may be unnecessary.

Any unique node is a potential bottleneck.

Any node with uniqus charai-terlstlcs Is potentially a bottleneck that can slow down the
system (Figure 3), If those characteristics make the distinguished node useful to enough other nodes
in the system, then eventually those nodes may be forced stand idle while they wait for service. This
is equally true for a resource like data (for which the issue has been extensively studied) and a
"resource" like control (for which considerably less work has been done). If one node were in charge
of directing the activities of all other nodes, then requests for decisions about what to do next would
In time accumulate faster than they could be processed.6 From this It follows that control should be
decentralized. By this we mean that each node should have some degree of autonomy in generating
new tasks and in deciding which task to do next.

Any unique node is a potential bottleneck

-- > distribute data

-- > distribute control

-- > organized behavior is hard to guarantee

Fig. 3: Further observations and Implications.

Organized behavior is difficult to guarantee if control Is decentralized.

In a system with completely centralized control, one processor is responsible for directing

the activities of all the others. It knows what all the other processors are doing at any given time, and,
armed with this global view of the problem, can assign processors to tasks in a manner that assures
organized behavior of the system as a whole. By "organized", we mean that (among other things) all
tasks will eventually be attended to, they will be dealt with in an order that reduces or eliminates the
need for one processor to wait for results from another, processor power will be well matched to the
tasks generated, etc. In more general terms, the set of processors will behave like a well-coordinated,
purposeful team.

In the absence of a global overview, coordination and organization becomes much more

6. Such a node would also be an Achilles' heel in the system, since it.i failure would result in total failure of the system.
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difficult. When control is decentralized, no one node has a global view of all activities in the system;
each node has a local view that includes information about only a subset of the tasks. The
appropriate organization of a number of such subsets does not necessarily result in appropriate
organization and behavior of the system as a whole.

In Section 4 we described the general problem of ensuring well-coordinated behavior; this Is
a specific instantiation of that problem with respect to control, We are trying to achieve a global
effect (coherent behavior) from a collection of local decisions (nodes organizing subsets of tasks).
We cannot centralize control for reasons noted above, yet it is not clear how to ensure coherent
behavior when control Is distributed,

7. A FRAMEWORK FOR DISTRIBUTED PROBLEM SOLVING

7.1 A View of Distributed Problem Solving

We view distributed problem solving as Involving four central activities: problem
decomposition, sub-problem distribution, solution of sub-problems, and synthesis of the overall
solution. By decomposition we mean the standard notion of breaking a large problem into smaller,
more managable pieces; distribution involves the matching of sub.problems with problem solvers
capable of handling them; the sub-problems are then solved; and finally those Individual solutions
may need to be synthesized into a single, overall solution,

These four activites may occur Individually and In the sequence noted, or may be combined
or carried out In parallel, The point is simply that all of them can make important contributions to the
problem solving process, so we need some mechanism for dealing with each.7

7.2 Task-Sharing, Negotation and the Connection Problem

We have emphasized above the importance of having a protocol for organizing problem
solving activity and proposed negotiation as a plausible basis for that protocol. But what shall we
negotiate? Our work to date has followed the lead suggested by the cooperating experts metaphor
and explored the distribution of tasks as an appropriate subject, Thus, in this paper we focus on
application of the contract net to the distribution phase of distributed problem solving and show how
nogotiation appears to be an effective tool for accomplishing the matching of problem solvers and
tasks.

To illustrate this, recall that the group of experts distributed a problem by decomposing It Into
ever smaller subtasks and distributing the subtasks among the group. We term this mode of
operation "task-sharing", because cooperation Is based on the dynamic decomposition and
distribution of subproblems.' But to enable distribution of the subproblems, there must be a way for
experts with tasks to be executed to find idle experts capable of executing those tasks. We call this
the "connection problem".

The contract net protocol supplies a mechanism to solve the connection problem: As we will
see, nodes with lasks to be executed negotiate with idle nodes over the appropriate matching of tasks

7 rC•r s•me p•oblems the first or last activity may be trivial or unnecessary. Whtre a problem is geographically dl,,tibuted, for
(,xamlple, hlt d(Tcompilosition may be obvious (but see the discussion of the sensor net in Section 8). In problems of distributed
conltol (i! t], traffic light conlrol), there may be no need to eyntttisite an "ovehall" answer.
8. lsnk .tiiiiinf! in it• simplest form can be viewed as the distlibulted vorslon of the traditional notion of problem

djcc flh ilUsitioi I ot a dliffel i ont npp, racl to distribution, s50 117].

' I II II
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and nodes.
This approach is especially appropriate for a distributed problem solver because-it requires

neither global control nor global data storage. Concurrency is also enhanced because both
managers and contractors simultaneously seek each other out.

A few words of terminology will be useful. The collection of nodes is referred to as a contract
net. Each node in the net takes on one of two roles: manager or contractor. A manager is
responsible for monitoring the execution of a task and processing the results of its execution. A
contractor is responsible for the actual execution of the task.9

Individual nodes are not designated a priori as managers or contractors; these are only roles,
and any node can take on either role dynamically during the course of problem solving. Typically a
node will take on both roles, often simultaneously for different contracts. This has the advantage that
individual nodes are not statically tied to a control hierarchy.

For the sake of exposition, we describe the protocol in successive layers of detail, describing
first the content of the messages exchanged (Section 7-3), then their format (Section 7-4), and finally
the details of the language in which they are written (Section 7-5).

7.3 Contract Net Protocol --- Message Content

Message content is the heart of the issue, since it indicates what kinds of things nodes
should say to one another and provides the basis for cooperation.

Negotiation is initiated by the generation of a new task. As suggested in the experts
metaphor, this may occur when one problem solver decomposes a task into sub-tasks, or when it
decides that it does not have the knowledge or data required to carry out the task. When this occurs,
the node that generates the task advertises existence of the task with a task announcement
message (Figure 4). It then acts as the manager of that task for its duration. Many such
announcements are made over the course of time as new tasks are generated.

Meanwhile, nodes in the net are listening to the task announcements (Figure 5). They
evaluate their own level of interest in each task with respect to their specialized resources (hardware
and software), using task eval uat ion procedures specific to the problem at hand.1"

When a task is found to be of sufficient interest, a node submits a bid (Figure 6). A bid
message indicates the capabilities of the bidder that are relevant to execution of the announced task.

A manager may receive several bids in response to a single task announcement (Figure 7).
Based on the information in the bids, it selects one or more nodes for execution of the task, using a
task-specific bid eval uation procedure.

The selection is communicated to the successful bidders through an award message (Figure
8). The selected nodes assume responsibility for execution of the task, and each is called a
contractor for that task.

A contractor will typically partition a task and enter into (sub)contracts with other nodes. It is
then the manager for those contracts. This leads to the hierarchical control structure that is typical of
task.sharing.

A report is used by a contractor to inform its manager that a task has been partially executed

9. The basic idea of contractini is. not new. For example, n rudinientnry bidding scheme was used for resource allocation in
the DISInRIIUTED COMI'U1 INO SYSIF M (DCS) 171. Ihire. howt!ver, inIlIl articn exchinntlfrd during neOloliation was relatively
simple. The contract net takes a wider perspective and alllows a bioad';r ianje of desciiptions to be used dilng negotiation.
For a detailed discussion see [251.
10. It is in general up to the user to supply this and olher task-specific procedures, but useful defaults are available in the

system.



NEGOTIATION AS A MI'TAPHWfi •16 DAVI ANDfl SMIH

(an interim report) orcompleted (a final report).The reportcontainsa result description
that specifies the results of the execution."

The manager may terminate contracts with a termination message, The contractor
receiving such a message terminates execution of the contract and all related outstanding
subcontracts.

A contract Is thus an explicit agreement between a node that generates a task (the manager)
and a node that executes the task (the contractor, Figure 9). Note that establishing a contract is a
process of mutual selection. Available contractors evaluate task announcements until they find one
of interest; the managers then evaluate the bids received from potential contractors arid select the
ones they determine to be most appropriate. Both parties to the agreement have evaluated the
information supplied by the other and a mutual selection has been made.

We have dealt here with a simple example in order to focus on the issue of cooperation.
Additional complications which arise in Implementing the protocol are discussed in detail in [241; we
note them briefly here for reference, Focussed addressing is a more direct communication scheme
used where the generality of broadcast is not required. Directed contracts are used when a manager
knows which node Is appropriate for a task. A request.response mechanism allows simple transfers
of information without the overhead of contracting, And finally, a node-available messuge allows
reversal of the normal negotiation process: When the computation load on the net Is high, most task
announcements will not be answered with bids because all nodes will already be busy. The
node.available message allows an Idle node to indicate that it is searching for a task to execute. The
protocol is thus load sensitive in response to changing demands of the task: When the load Is low, the
spawning of a task Is the important event; when the load is high, the availability of a node is Important.

11. Interim repoits are tneftil when gonorntor style control In dnsired. A nr)de can be sot to work on a tooik and instrucled to
issun interim invrourt whenever the next result Is ready, It would then pause, awaiting a message that instructs it to continue
and II ddue anolhoi renult,
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Fig. 4: Node Issuing a task announcement.
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Fig. 5: Idle node listening to task announcements.
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Fig. 6: Nodo submitting a bid.
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MANAOEH

POTENTIAL

POTENTIAL V CONTRACTOR
CONTRACTOR

Fig. 7: Manager listening to bids aoming In.
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MANAGER

POTENTIAL
CONTRACTOR

Fig. 1: Manager making an award.

MANAGER C7
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Fig. 9: A contract established.
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7.4 Contract Net Protocol --- Message Format

Each message is composed of a number of slots that specify the kind of information needed
to make up that type of message. A task announcement message, for example, has four main slots"2

(Figure 10). The el igibility specification is a list of criteria that a node must meet to be
eligible to submit a bid. The task abstr action is a brief description of the task to be executed. It
enables a node to rank the announced task relative to other announced tasks. The bid
spec if i cation is a description of the expected form of a bid. It gives a manager a chance to say, In
effect, "Here's what I consider important about a node that wants to bid on this task." This provides a
common basis for comparison of bids, and enables a node to include In a bid only the information
about its capabilities that are relevant to the announced task. Finally, the expiration time is a
deadline for receiving bids.

For any given application, the information that makes up the eligibility specification, etc.,
must be supplied by the user. Hence while the contract net protocol offers a framework specifying
the types of information that are necessary, it remains the task of the user to supply the actual
Information appropriate to the domain at hand.

Main Task Announcement Slots

Eligibility specif ication
Task abstraction
Bid specification

Expiration time

Fig. 10: Task announcement format.

7.5 Contract Net Protocol ..- the Common Internode Language

Finally, wo iid a language In which to specify the information in the slots of a message. For
a number of reasons, 4 ii , seful to specify a single, relatively high level language In which all such
Information is -Ypressed. We call s the common internode language. This language forms a
common basis for crjrnimunication amo~ig uii tl nodes.

As an exampl, :ronsirier a !;sK announcernrt message that might be used In a system
working on a signal processing, task. Assume that one node mtwirrinintl ,., c-tiyz; ýft signal
determines that it would be useful tu have a Fourier transform of that signal. Unwilling or unable to do
the task itself (perhaps because of hai,'%.iue Iimitations), it decides to arnouncro the task in order to
solicit assistance. It might issue a task announcement of tt,e sort shown in Figure 11.

12. There are also slots that contain bookkeeping information.
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To: *

From: 25
Type: TASK ANNOUNCEMENT
Contract: 43-6

Task abstraction
TASK TYPE FOURIER-TRANSFORM
NUMBER POINTS 1024
NODE NAME 25
POSITION LAT 64N LONG lOW

Eligibility Specification
MUST-HAVE FFTBOX

Bid Specification
COMPLETION-TIME

Expiration Time
29 1645Z NOV 1980

Fig. 11: Task announcement example.

The announcement is broadcast to all nodes within range ("To: ""), and indicates that there is a

TASK of TYPE FOURIER-TRANSFORM to be done. In order to consider bidding on it a node must have
an FFTBOX and a bid should specify estimated time to completion of the task.

The common internode language is currently built around a very simple attribute, object,
value representation. There are a number of predefined (domain-independent) terms (like TYPE of
TASK); these are supplemented with domain-specific terms (like FFTBOX). The domain-independent
terms are part of the language offered to the user and help him organize and specify the information
he has to supply. The domain-specific terms have to be added to the vocabulary by the user as
needed for the application at hand.

We noted above that information in the slots of a message is stated in terms of a common
internode language. The two important points here are that the information is being expressed as
statements in a language, and that the language is common to all the nodes.

It is useful to adopt the perspective that the messages are statements in a language, rather
than, say, patterns to be matched, because this offers the chance for more interesting exchange of
information. Standard pattern matching implies a restricted form of communication: A pattern either
matches or fails; if it succeeds the only information available comes from the bindings of pattern
variables. By viewing the messages as statements in a language we have attempted to make available
more general mechanisms for examining and responding to the messages. In particular, we find the
two-way exchange of information an important capability (see Section 9).

It is also useful to identify a common "core" language shared by all the nodes. This makes it
much eanier to add new nodes to the net. Any new node, preloaded with only the common internode
language, can use that language to isolate the information it needs to begin to participate in solving
the problem at hand (i.e., it can listen to and understand task announcements, etc.), and express a
request for the transfer of any required information. If there were a number of distinct internode

languages, then a now node entering the net could only interact with a limited subset of the nodes,

? .4
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* those which spoke its language.1 3 This would make addition of new nodes to the net less effective.
A common language also makes possible invocation schemes more flexible than standard

procedure invocation, and this in turn facilitates addition of a new node to thle net. For example, a
common language makes it possible to use invocation based on describing tasks to be done," rather
than naming specific KSs (procedures) to invoke next, When this technique is used, new nodes can
simply be added to the existing collection; they will find their own place in the scheme of things by
listening to task announcements, issuing bids, etc. With more traditional invocation schemes (e.g.,
standard procedure calling), a new node would have to be linked explicitly to others in the network.

8. EXAMPLE: DISTRIBUTED SENSING

The protocol described above has been implemented in INTERLISP and used to solve several
problems in a simulated multiprocessor environment. The problems included search (e.g., the
8.queens problem) and signal interpretation (for details see [24]). In this section we describe use of
the contract net on one such problem in signal interpretation: area surveillance of the sort
encountered in air or ship traffic control. We explore the operation of a network of nodes, each
having either sensing or processing capabilities and all spread throughout a relatively large
geographic area, We reler to such a network as a distributed sensing system (DSS).

Although an operational DSS may have several functions, ranging from passive analysis to
active control over vehicle courses and speeds, we locus here on the analysis function, The task
involves detection, classification, and tracking of vehicles; the solution to the problem Is a dynamic
map of traffic in the area. Construction and maintenance of the map requires Interpretation of the
large quantity of sensory information received by the collection of sensor elements.

Since we want to produce a single map of the entire area, we may choose to have one
processor node -. which we will call the monitor node ... carry out the final integration of Information
and transmit it to the appropriate destination, It Is also useful to assign that node the responsibility for
beginning the initialization of the DSS. Its total set of responsibilities therefore includes starting the
initialization as the first step in net operation, integrating tile overall map as the last step in analysis,
and then communicating the result to the appropriate agent. We will see that this monitor node does
not, by the way, correspond to a central controller.

Since the emphasis in this work has been on organizing the problem solving activities of
multiple problem solvers, work on the signal interpretation aspects did not include construction of
low-level signal processing facilities, Instead it assumed the existence of appropriate signal
processing modules and focused on the subsequent symbolic interpretation of that information.

8.1 Hardware

All communication in the DSS is assumed to take place over a broadcast channel (using for
example, packet radio techniques, [13]). The nodes are assumed to be in fixed positions known to
themselves but not known a priori to other nodes in the net, Each node has one of two capabilities:

sensing or processing, The sensing capability includes low-level signal analysis and feature

13. Note that the extrime case (in which every pair of nodes communicates in their own prlvnte language) Is preeMisly
standard procedure invocalion. to decodeId a pIoc.dure call. one muot know the expected oid,;r. type, and number of
arguments this is inloiination which is hiareid only by the caller and procedotr involved, in ellect a private larguage uwd w
communicaton betwoan them.
14. Asis also done in P'LANNEIR ard the Oihmr patteon drioieed languages.
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extraction. We assume that a variety of sensor types exist in the DSS, that the sensors are widely
spaced, and that there is some overlap in sensor area coverage. Nodes with processing capability
supply the computational power necessary to effect the high-level analysis and control in the net.
They are not necessarily near the sensors whose data they process.

Figure 12 is a schematic representation of a DSS.
In the example that follows, some assumptions about such things as node locations, what

one node knows about another, etc., may seem to be carefully chosen rather than typically what one
would expect to find. This is entirely true. We have combined a number of plausible but carefully
chosen (and occasionally atypical) assumptions about hardware and software available in order to
displaiy a nLumber of the cal)abilities of the contiact net in a single, brief example.

++ 4.
S P $

P S S M s

+ 4. + +
S S S P

+ + +. +. + -
S S P S S S

S, SENSORNODE P-PROCESSORNODE MMONrTR NOOE

Fig. 12: A distributed sensing system.

8.2 Data and Task Hierarchy

The DSS must integrate a large quantity of data, reducing it and transforming it into a form
meaningful to a human decision maker. We view this process as occurring in several stages, which
together form a data hierarchy (Figure 13).

As we have chosen to solve the problem for this illustration, at any given moment a particular
node handles data at only one level of the data hierarchy, but may communicate with nodes at other
levels. In addition, the only form of signal processing we consider is narrow band spectral analysis.15

15. Noi.se radiated by a vehicle typically contains narrow band signal components caused by rotating machinery. The
frequencies of such signals are correlated with the type of rotating machine and its speed of rotation; hence they are indicators
of the classificition of the vehicle. Narrow band signals also undergo shifts in frequency due to Doppler effect or change in the
speed of rotation of the associated machine; hence they also provide speed and directional information. (Unfortunately,
alterations in signal strength also occur as a result of propagation conditions and variations in the distance between the
vehicle and the sensor.)
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OVERALL ARKA MAP

ARFA MAP

VEHICLE

SIGNAL GROUP

SIGNAL

Fig. 13: Data hierarchy.

At the bottom of the hierarchy we have audio signals, which are described in terms of several
features: frequency, time of detection, strength, changes in strength, name and position of the
detecting node, and name, type, and orientation of the detecting sensor.

Signals are formed into signal groups, collections of related signals, One common signal
group is the harmonic set, a collection of signals in which the frequency of each signal is an integral
multiple of the lowest frequency, In the current example, a signal group is described in terms of its
fundamental frequency, time of formation, identity of the detecting node, and features of the detecting
sensor.

The next level of the hierarchy is the description of the vehicle, it has one or more signal
groups associated with it and is further specified by position, speed, course, and classificatlon.
Position can be established by triangulation, using matching groups detected by several sensors with
different positions and orientations, Speed and course must be generally established over time by
tracking.

The area map forms the next level of the data hierarchy, it contains information about the
vehicle traffic in a given area. There will be several such maps for the DSS, together they span the
total area of coverage of the system.

The final level is the complute or overall area map, produced in this example by the monitor,
which integrates information in the individual area maps.

The hierarchy of tasks, Figure 14, follows directly from the data hierarchy. The monitor node
manages several area contractors, These contractors are responsible for the formation of traffic
maps in their Immediate areas. Each area contractor, in turn, manages several group contractors that
provide it with signal groups for its area, Each group contractor integrates raw signal data from signal
contractors that have sensing capabilities.

The area contractors also manage several vehicle contractors that are responsible for
integrating information about individual vehicls, Each of these contractors manages a classification

contractor that determines vehicle type, a loculization contractor that determines vehicle position,
and a tracking contractor that tracks the vehicle.
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OVERALL AREA

AREA

VEHICLE
GROUP

SIGNAL CLASSIFICATION LOCALIZATION TRACKING

Fig. 14: Task hierarchy.

8.3 Contract Net Implementation

There are two phases to this problem: initialization of the net and operation. Although there
are interesting aspects to both of these phases we will concern ourselves here primarily with
initialization. It is the phase that most easily illustrates the transfer of control issues that form one
focus of the paper. The operation phase is dealt with only briefly; for further discussion see [23].

The terminology in the discussion that follows highlights the fact that the nodes in the
contract net play a dual role: They are simultaneously contractors obligated to carry out a task that
they were awarded, and managers for any tasks which they in turn announce. For example, node
number 2 in Figure 15 is simultaneously (i) a contractor for the area task (and hence is charged with
the duty of producing area maps from vehicle data), (ii) a manager for group formation tasks which it
announces and contracts out, and (iii) a manager for any vehicle tasks which it contracts out. Nodes
are thus simultaneously both workers and supervisors. (Compare Figure 14 and Figure 15.)
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oversee arsa contractors
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AREA CONTRACTOR

integrate vehicle
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oversee group contractors oversee vehicle contract6ei

GROUP tONTRACTOi VEHICLE CONTRACTOR
assemble signal integrate vehicle informatioe
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SIGNAL TASK MANAGER CLASSIFICATION TASK MANAGER
oversee signal contractors oversee vehicle classificati6i
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oversee vehicle localization

TRACKING TASK MANAGER
oversee vehicle tracking
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SIGNAL CONTRACTOR CLASSIFICATION LOCALIZATION TRACKING
provide signal features CONTRACTOR CONTRACTOR CONTRACTORclassify vehicle locate vehicle , track vithidli

Fig. 15: Nodes and their role$.
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8.3.1 Initialization

The monitor node is responsible for Initialization of the DSS and for formation of the overall
map. It must first select nodes to be area contractors and partition the system's span of coverage into
areas based on the positions of those selected nodes. For purposes of Illustration we assume that the
monitor node knows the names of the nodes that are potential area contractors, but must establish
their positions in order to do the partitioning.

It begins by announcing the task of area map formation, Because it knows the names of

potential contractors, it can avoid using a general broadcast and instead uses focused addressing,
The components of the announcement of primary interest here are the task abstraction, the eligibility
specification, and the bid specification. The task abstraction is simply the task type. The eligibility
specification is blank, since in this case the monitor node knows which nodes are potential
contractors and can address them directly. The bid specification informs a prospective area
contractor to respond with its position.

Recall that the purpose of a bid specification is to inform a node of how to bid so that a
manager can select from all of the bidders the most appropriate one(s) to execute the task, In this
case, node position is the relevant information, Potential area contractors respond with their
positions, and, given that information, the monitor node can partition the overall span of coverage
into approximately equal.sized areas. It then selects a subset of the bidders to be area contractors,
informing each of its area of responsibility In an award message, The negotiation sequence thus
makes available to the monitor node the positions of all of the potential area contractors, making
possible a partitioning of the overall area ot the DSS based on these positions. This in turn enables
the DSS to adjust to a change in the number or position of potential area contractors.

Area contractors integrate vehicle data into area maps, They must first establish the
existence of vehicles on the basis of group data, To do this, each area contractor solicits other nodes
to provide that data, In the absence of any information about which nodes are suitable, each area
contractor announces the task using a general broadcast, The task abstraction in this message is the
type of task, rhe eligibility specification is the area for which the area contractor is responsible.'8

The bid specification is again node position. Potential group contractors respond with their
respective positions, and based on this information the area contractors award contracts to nodes in
their areas of responsibility.

The group contractors Integrate signal features into groups, and start by finding a set of
contractors to provide the signal features. Recall that we view node interaction as an agreement
between a node with a task to be done and a node capable of performing that task. Sometimes the
perspective on the ideal character of that agreement differs depending on the point of view of the
participant. For example, from the perspective of the signal task managers, the best set of
contractors would have an adequate spatial distribution about the surrounding area and an adequate
distribution ot sensor types. From the point of view of the signal task contractors, on the other hand,
the ideal match involves finding managers that are" closest to them (in order to minimize potential
communication problems).

The ability to express and deal with such disparate viewpoints Is one advantage of the
contract net framework. To see how the appropriate resolution is accomplished, consider the
messages exchanged between the signal managers and potential signal contractors. Each signal
manager announces its own signal task, using a message of the sort shown in Figure 16. The task
abstraction is tho type of task, the position of the manager making the announcement, and a

16( I hi.; .:ir i, lui I od is iJrhtibhn to bid on this I'~ iRonly if it Is in• the tiame aien as tih a nnouncling arreR (:oltrn|ctor and
hIl twi In IU)i, III a| t.,tv;n II Wi Iich ra 01 Oklp Conti actor is so I;ll Ilway Itr0111 its manager that Ichable comriunication is diflicult to
,LhiC!VR.
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specification of its area of responsibility. This enables a potential contractor to determine the
manager to which it should respond. The eligibility specification indicates that the only nodes that
should bid on the task are those which (a) have sensing capabilities, and (b) are located In the same
area as the manager that announced the task. The bid specification indicates that a bid should
contain the position of the bidder and the number of each of its sensor types, information that a
manager needs to select a suitable set of sensor nodes.

To:
From: 25
Type: TASK ANNOUNCEMENT
Contract: 22-3-1

Task Abstraction:
TASK TYPE SIGNAL
POSITION LAT 47N LONG 17E
AREA NAME A SPECIFICATION (.,.)

Eligibility Specification
MUST.HAVE SENSOR
MUST.HAVE POSITION AREA A

Bid Specification
POSITION LAT LONG
EVERY SENSOR NAME TYPE

Expiration time

28 1730Z FEB 1979

Fig. 16: Signal task announc ,ment.

The potential signal contractors listen to thE task announcements made by signal managers.
They respond to the nearest manager with a bid (Figure 17) that supplies their position and a
description of their sensors, The managers use this information to select a set of bidders that covers
their area of responsibility with a suitable variety of sensors, and then award signal contracts on this
basis (Figure 18).

To: 25
From: 42
Type: BID
Contract: 22.3.1

Node Abstraction
LAT 62N LONG 9W
SENSOR NAME Si TYPE S
SENSOR NAME S2 TYPE S
SENSOR NAME T1 TYPE T

Fig. 17: Signal bid.

L __ _ _ _ __ _ __
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To: 42
From: 25
Type: AWARD
Contract: 22.3.1

Task Specification
SENSOR NAME S1
SENSOR NAME S2

Fig. 18: Signal award.

The signal contract is a good example of the negotiation process. It Involves a mutual

decision based on local processing by both the managers and the potential contractors. The
potential contractors base their decision on a distance metric and respond to the closest manager.
The managers use the number of sensors and distribution of sensor types observed in the bids to
select a set of contractors that covers each area with a variety of sensors. Thus each party to the
contract evaluates the proposals made by the other using its own distinct evaluation procedure.

To review the initialization process: we have a single monitor node that manages several area
contractors, Each area contractor manages several group contractors, and each group contractor
manages several signal contractors. The data initially flows from the bottom to 'he top of this
hierarchy, The signal contractors supply signal features; each group contractcr integrates the
features from several signal contractors to form a signal group, and these groups are passed along to
the area contractors, which eventually form area maps by Integrating Information based on the data
from several group contractors, All the area maps are then passed to the monitor which forms the
final traffic map."1

The Initialization process reviewed above may appear at first glance to be somewhat more
elaborate than is strictly necessary. We have purposely taken a fairly general approach to the
problem to emphasize two aspects of contract net performance. First, as illustrated by the signal
contract, contract negotiation is an interactive process involving (1) a two-way transfer of inlormation
(task announcements from managers to contractors, bids from contractors to managers), (IP) local
evaluation (each party to the negotiation has its own local evaluation procedure), and (liM) mutual
selIction (bidders select from among task announcements, managers select from among bids).

Second, the contract negotiation process offers a uselul degree of flexibility, making it well
suitod to Al problems whose decomposition is not known a priori and well suited to problems whose
conliguration is likely to change over time. To illustrate this, consider that exactly the same
"initializ•aton process will work across a large variation in the number of and position of nodes
available (indeed the description given never mentions how many nodes there are, where they are
locUted, ur how wide the total area of coverage is). There are clearly limits to this flexibility: If the area
of coverage were large enough to requires several thousand area contractors, then it might prove
useful to introduce another level of distribution in the hierarchy (Figure 14) between the monitor node
and the area contractor, But the current approach works with a wide range of available resources
and needh; no modification within that range, This can be very useful when available hardware
resources cannot be identified a priori with certainty, or when operating environments are hostile

V/ AMi noted, in ti.9 examnple one aroa contractor manafle. several group contractors and each group contractor In turn
,ninif icl-(.,i sovei•1i 'i!li;1 cmliti ctors. It in pOsnihlpf, howevtr, that a single urotip contractor could supply Information to sevnral
1m ca cuntin n'clots, andi aj rsintIle ninral contractor could sul)l'y information to stveral group contractors, It may bu uirotul, for
Iii~ljlhI•.', to hIMV .1 iM lILitllir UOiup conlitil or t near dlin ,Il bomndary report to the area contractors on both sides of the
br: nda y I hi'i is owiily ai•:commod.ied within out frariewoork
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enough to make hardware failure a significant occurrence.

8.3.2 Operation

We now consider the activities of the system as It begins operation. For the sake of brevity
the actions are described at the level of task announcements, bids, and contracts, For additional
details and examples of messages sent, see [23).

When a signal is detected or when a change occurs in the features of a known signal, the
detecting signal contractor reports this fact to Its manager, This node, In turn, attempts to either
integrate the Information Into an existing signal group or form a new signal group (recall that the
manager for the signal task is also a contractor for the task of group formation, Figure 15).

Whenever a new group Is detected, the contractor reports existence of the group to Its
manager (an area contractor). The area contractor attempts to find a' node to execute a vehicle
contract, which involves classifying, localizing, and tracking the vehicle. The area contractor must
first determine whether the newly detected group is attributable to a known vehicle. To do this, It
requests from all current vehicle contractors an indication of their belief that the new group can In
fact be attributed to one of the known vehicles, Based on the responses, the area contractor either
starts up a new vehicle contractor (if the group does not seem to fit an existing vehicle) or augments
the current contract of the appropriate vehicle contractor, adding to It the task of making certain that
the new group corresponds to a known vehicle. This may entail such things as gathering new data
via the adjustment of sensors or the creation of contracts with new sensor nodes,

The vehicle contractor then makes two task announcements: vehicle classification and
vehicle localization. A classification contractor may be able to classify directly, given the signal group
information or It may require more data, in which case It can communicate directly with the
appropriate sensor nodes."8 The localization task Is a simple triangulation which is awarded to the
first bidder.

Once the vehicle has been localized, it must be tracked, This is handled by the vehicle

contractor, which Issues additional localization contracts from time to time and uses the results to
update Its vehicle description, Alternatively, the area contractor could award separate tracking
contracts. The decision as to which method to use depends on loading and communication, If, for
example, the area contractor Is very busy with integration of data from many group contractors, then
It seems more appropriate to isolate it from the additional load of tracking contracts, If, on the other
hand, the area contractor is not overly busy, then we can let it handle updated vehicle contracts,
taking advantage of the fact that it is in the best position to integrate the results and coordinate the
efforts of multiple tracking contractors. In this example, we assume that the management load would
be too large for the area contractor.

A variety of other Issues have to be considered In the design and operation of a real
distributed sensing system, Most of them, however, are quite specific to the DSS application and
hence outside the main focus of this paper.

18. As this example Illu.strates, the contract net makes it possiblei for two contractors to communicate directly (i.e., horizontlall
communication across the hierarchy) as well as vin the mo•e Iraditionril (vertical) communication between m•nagefa &W
contractor,.
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9. A PROGRESSION IN MECHANISMS FOR TRANSFER OF CONTROL

9.1 The Basic Ouestions and Fundamental Differences

The contract net appears to offer a novel perspective on the traditional concepts of
Invocation and transfer of control. To illustrate this, we examine the range of invocation mechanisms

that have been created since the earliest techniques were developed, and compare the perspective
implicit in each technique to the perspective used in the contract net.

In doing this comparison, we consider the process of transfer of control from the perspective
of both the caller and the respondent. We focus in particular on the issue of selection and consider
what opportunities a calling process has for selecting an appropriate respondent and what
"opportunities a potential respondent has for selecting the task on which to work, In each case we
consider two basic questions that either the caller or the respondent might ask:

t What is the character of the choice available? (I,e,., at runtime, does the caller
know about all potential respondents and can it choose from among them;
similarly does each respondent know all the potential callers for whom it might
work and can It choose from among them?)

t On what kind of information is that choice based? (eg., are potential
respondents given, say, a pattern to match, or some more complex form of
information? What information is the caller given about the potential
respondents?)

The answers to these questions will demonstrate how our view of control transfer differs from
that of the earlier formalisms with respect to:

t Informarlon transfer: The announcement.bid.award sequence means that
there is the potential for more information, and more complex information,
transferred In both directions (between caller and respondent) during the
invocation process,

t Local evaluation: The computation devoted to the selection process, based on
the information transfer noted above, is more extensive and more complex
than that used in traditional approaches. It is local in the sense that
information is evaluated In a context associated with, and specific to, an
individual KS (rather than embodied in a global evaluation function).

f Mutual ,election: The local selection process is symmetric, in the sense that
the caller evaluates potential respondents from Its perspective (via the bid
evaluation procedure) and the respondents evaluate the available tasks from
"their perspective (via the task evaluation procedures).

To put it another way, in the contract net the Issue of transfer of control Is more broadly
viewed as a problem of connecting managers (and their tasks) with contractors (and their KSs). This
view is inherently ý;ylrnmetric in that both the caller (manager) and respondents (bidders) have a
selection to make. This symmetry in turn leads to the concept of establishing connection via
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negotiation between the interested parties. Then, if we are to have a fruitful discussion, the
participants need to be able to "say" interesting things to one another (i.e., they need the ability to
transfer complex information). As the discussion below should make clear, previous models of
invocation do not share these qualities. They view transfer of control as an essentially unidirectional
process (from caller to respondent), offer minimal opportunity for selection at runtime, and provide
restricted channels of communication between caller and respondent.

9.2 The Comparison

In discussing the various approaches to invocation we often refer to "standard" or
"traditional" forms of these approaches, Each of them could conceivably be modified in ways that
would render our comments less relevant, but our point here is to examine the techniques as
conceived and as typically used.

Standard subroutine (procedure) invocation represents, by our standard, a degenerate case,
All the selection of routines to be Invoked is done beforehand by the programmer and is hardwired
into the code. The possible respondents are thus named explicitly in the source code, leaving no
opportunity for choice or nondeterminism at runtime.

In traditional production rule systems, a degree of choice for the caller (in this case the
interpreter) is available, since a number of rules may be retrieved at once. A range of selection
criteria have been used (called conflict resolution schemes ... see [5], but these have typically been
implemented with a single syntactic criterion hardwired into the Interpreter, One standard scheme,
for instance, is to assign a fixed priority to each rule and then from among those retrieved for possible
invocation, simply select the rule with the highest priority. Selection Is t:,us determined by a single
procedure applied uniformly to every set of rules.

In this approach to invocation there is some choice available in selecting a KS to be invoked
(since more than one rule may be retrieved), but the mechanism provided for making that choice
allows for only a single, preselected procedure that is to be applied in all cases. In addition, all of the
selection is done by the "caller"; there is no mechanism that offers the rules any ability to select how
they are to be invoked (e.g., if a rule can match the database in several ways, which of the possible
matches will actually be used?), Finally, only minimal information is transferred from potential
respondents back to the caller (at most a specification of what items in the database have been
matched, and how).

PLANNEH'S [101 pattern directed invocation provides a facility at the programming language
level for nondeterministic KS retrieval, by matching goal specifications (patterns) against theorem
patterns. In the simplest case, theorems are retrieved one by one and matched against the goal
specification until a match is found. The order in which the theorems are tried is not defined by the
language and is dependent on implementation decisions.

PLANNER does offer, in the recommendation list, a mechanism designed to allow the user to
encode selection information. The "use" construct provides a way of specifying (by name) which
theorems to try in which order. The theorem base filter construct offers a way of invoking a predicate
function which takes one argument (the name of the next theorem whose pattern has matched the
goal) and which can veto the use of that theorem.

Note that there i; a degree of selection possible here, since the theorem base filter offers a
way of choosing among the theorems that might possibly be used. The selection may involve a
considerable amount of computation by the theorem baso filter, and is local, in the sense that filters
may be specific to a particular goal pattern. However, the selection is also limited in several ways,
First, in the standard P1 ANNI 11 invocation muclhaniisi, the information available to the caller is at best
the name of the next potential respondent. Irhe caller does not receive any additional information

_]%4
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from the potential respondent (such as, for instance, exactly how it matched the pattern), nor is there
any easy way to provide for information transfer in that direction. Second, the choice is, as noted, a
simple veto based on just that single KS. That is, since final judgment is passed on each potential KS
in turn, it is not possible to make comparisons between potential KSs or to pass judgment on the
whole group and choose the one that looks by some measure the best. Both of these shortcomings
could be overcome if we were willing to create a superstructure on top of the existing invocation
mechanism, but this would be functionally identical to the announcement-bid-award mechanism
described above. The point is simply that the standard PLANNER invocation mechanism has no such
facility, and the built-in depth-first search with backtracking makes It expensive to implement.

CONNIVER [18] represents a useful advance in nondeterministic invocation, since the result of
a pattern -directed call is a "possibilities list" containing all the KSs that match the pattern. While
there Is no explicit mechanism parallel to PLANNER's recommendation list, the possibilities list Is
accessible as a data structure and can be modified to reflect any judgments the caller might make
concerning the relative utility of the KSs retrieved. Also, paired with each KS on the possibilities list is
an association.list of pattern variables and bindings, which makes possible a determination of how
the calling pattern was matched by each KS, This mechanism offers the caller some information
about each respondent that can be useful in making the judgments noted above. CONNIVER does not,
however, offer the respondent any opportunity to perform local processing to select from among
callers.

The HEARSAY.II [16] system Illustrates a number of similar facilities In a data.directed system.
In particular, the focus of attention mechanism has a pointer to all the KSs that are ready to be
Invoked (i.e., those whose stimulus lrames have been matched), as well as information (in the
response frame) for estimating the potential contribution of each of the KSs. The system can effect
aome degree of selection regarding the KSs ready for invocation and has available to it a body .A
knowledge about each KS on which to base its selection. The response frame thus provide;
information transfer from respondent to caller that, while fixed In format, Is more extensive tha"
previous mechanisms, Considerable computation Is also devoted to the selection process, Note.
however, that the selection is not local, since there is a single, global strategy used for every
selection.

The concept of meta-rules [3) offers a further advance in mechanisms to support
sophisticated control schemes. It suggests that KS selection can be viewed as problem solving and
can be ellected using the same mechanism employed to solve problems in the task domain. It views
selection as a process of pruning and reordering the applicable KSs and provides local selection by
allowing meta.rules to be associated with specific goals,"

There are several things to note about the systems reviewed thus far. First, we see an
increase in the amount and variety of information that Is transferred from caller to respondent (e.g.,
from expli(cit naming in subroutines, to patterns in PLANNER and from respondent to caller (e.g,, from
no respoteno in suibrontines to the response frames of HEARSAY.Ii. Note, however, that in no case do
we have available a general information transmission mechanism, In all cases, the mechanisms have
been designed to carry one particular sort of information and are not easily modified,

Second. we see a progression from the retrieval of a single KS to the retrieval of the entire set
of potentially usefl KS,.,, providing the opportunity for more complex varieties of selection.

Finally, note that all the selection so far is from one perspective; the selection of respondents
by the caller. In none of these sysleni.s do the respondents have any choice in the matter.

1 o illustrate this last point, consider trnfling this situation around and creating a system
where reuponudenls performed the selection: a "task blackboard" system. The simplest form of such

19 T11 c.l-.',I)f of neftlotiai)n in It ie conhlio:l I 1)l giow, in I)miI, It 011 genrcalizing thiN p!e pec I ive to mrnke It "bidir•octiorlal":

Ilotah IIIaIj;iv, J !i/alt polen IIal cotnli &I.los coatn rI vote .orn1ut lla lnll Htlot to sictling Iorn the alter nflhlVie. nwaillble to thene.
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a system would have a central task blackboard that contains an unordered list of tasks that need to be
periormed. As a KS works on its current task, it may discover new (sub)tasks that require execution
and add them to the blackboard. When a KS finishes its current task, it looks at the blackboard,
evaluates the lists of tasks there, and decides which one it wants to execute.

Note that in this system the respondents would have all the selection capability. Rather than
having a caller announce a task and evaluate the set of KSs that respond, we have the KSs examining
the list of tasks and selecting the one they wish to work on. It is thus plausible to invert the standard
situation, but we still have unidirectional selection - in this case, on the part of the respondent rather
than the caller.

PuPe [15], on the other hand, was the first system to suggest that transfer of control could be
viewed as a discussion between the caller and potential respondents. In that system, if a KS receives
more than one offer to execute a task, a special "chooser" KS momentarily takes control and asks
"questions" of the respondents to determine which of them ought to be used. This is accomplished
by querying the parts of the KS. Each KS is composed of a standard set of parts, each part designed
to deal with a particular question about that KS. For example, the procedure in the WHEN and
COMPLEXITY parts of a KS answer the questions When should you take control? and How
costly are you? This interchange is highly stylized and not very flexible, but does represent an
attempt to implement explicit two.way communication.

The contract net differs from these approaches In several ways. First, from the point of view
of the caller (the manager), the standard task broadcast and response interchange has been
Improved by making possible a more Informative response. That Is, instead of the traditional tools
that allow the caller to receive only a list of potential respondents, the contract net has available a
mechanism that makes it possible for the caller to receive an extensive description of potential utility
from each respondent (the bidders). The caller also has available (as in CONNIVER and the meta-rule
approach) a list of respondents rather than a sequence of names presented one at a time (as In
PLANNER, 20 Both of these make It possible to be more selective in making decisions about invocation.

Second, the contract net emphasizes local evaluation. An explicit place in the framework
has been provided for mechanisms In which the caller can invest computational effort in selecting
KSs for invocation (using the bid evaluation procedure) and the respondents can similarly invest
effort In selecting tasks to work on (using the task evaluation procedure). These selection procedures
are also local in the sense that they are associated with and written from the perspective of the
individual KS (as opposed to, say, HEARSAY II'S global focus of attention procedure).

Third, while we have labeled this process selection, it might more appropriately be labeled
deliberation. This would emphasize that its purpose for the caller Is to decide in general what to do
with the bids received and not merely which of them to accept, Note that one possible decision Is that
none of the bids is adequate and thus none of the potential respondents would be invoked (instead,
the task may be re.announced later)," This choice is not typically available In other problem solving
systems and emphasizes the wider perspective taken by the contract net on the transfer of control
Issue.

Finally, there appears to be a novel symmetry in the transfer of control process. Recall that
PLANNER, CONNIVER, and HEARSAY.II all offer the caller some ability to select from among the
respondents, while a task blackboard system allows the respondents to select from among the tasks.
The contract net (and PuPa), however, use an interactive, mutual selection process where task

20. More precisely, the caller has nvailablu a list of all lhose that have responded by Ihe expiration time uf Ihe contract.
21 Similarly the pnloftlal hidders delibe'rate ovwr task arnnouncement. received and may decide thfit none l, worth submitting

a bid. Note alsro that ieccivii g hoi Ni hi it dc.idii U that none Is uood enonuih Pi dihfictly different from reciving no bids at all.
Receiving no bidn is onnlouotis to iiidL,]OU no Liselul Ihei irens in I'LANNER, ieceiviny bids but Ini flng down all ol them *lte

duo cunisideoation haG no pieciso anulouy in existing Iniuonges.
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distribution is the result of a discussion between processors. As a result of the information

exchanged in this discussion, the caller can select from among potential respondents while the KSs

can select from among potential tasks.

10. SUITABLE APPLICATIONS

In this section we consider the sorts of problems for which the contract net Is well suited.
The framework has, for instance, been designed to provide a more powerful mechanism for

transfer of control than is available in current problem.solving systems. This mechanism will be
useful when we do not know in advance which KS should be invoked or do not know which node
should be given the task in question. In the first of these situations ... not knowing In advance which
KS to invoke ... we require some machinery for making the decision. The contract net's negotiation
and deliberation process is one such mechanism, It will prove most useful for problems In which
especially careful selection of KSs is important (i.e., problems for which we prefer the "knowledge"
end of the knowledge vs search tradeoff).

The second situation ... matching nodes and tasks ... Is inherent in a distributed
architecture, since no one node has complete knowledge of either the capabilities of or the busy/idle
state of every node in the network, We have labeled this the connection problem and have explored
the negotiation and deliberation process as a way of solving It as well.

The framework is well-matched to problems that can be viewed in terms of a hierarchy of
tasks (e.g., heuristic search), or levels of data abstraction (e.g,, applications that deal with audio or
video signals). Such problems lend themselves to decomposition Into a set of relatively independent
tasks with little need for global information or synchronization. Individual tasks can be assigned to
separate processor nodes; these nodes can then execute the tasks with little need for communication
with other nodes.

The manager.contractor structure provides a natural way to effect hierarchical control (in the
distributed case, it's actually concurrent hierarchical control), and the managers at each level in the
hierarchy are an appropriate place for data integration and abstraction.

Note, by the way, that these control hierarchies are not simple vertical hierarchies but are
more complex generalized hierarchies. This is illustrated by the existence of communication links
other than those between managers and contractors. Nodes are able to communicate horizontally
with related contractors or with any other nodes in the net, as we saw In the DSS example, where
clasitication contractors communicated directly with signal contractors.

The framework is also primarily applicable to domains where the subtasks are large and
where it is worthwhile to expend a potentially nontrivial amount of computation and communication to
invoke tho best KSs for each subtask. It w uld, for instance, make little sense to go through an
;xtended mutual seleclion process to get some simple arithmetic done or to do a simple database

access. While our approach can be abbreviated to an appropriately terse degree of interchange for
simple problems (e.g., directed contacts and the request. response mechanism), other systems are
already capable of supporting this variety of behavior. The primary contribution of our framework lies
in applications to problems where the more complex interchange provides an elficient and effective
basis for problem solving.

Finally, the contract net Is also useful in problems where the primary concerns are In
distributing control, achieving reliability, and avoiding bottlenecks, even if, in these problems, the
more complex variety of information exchange described above Is unnecessary. The contract net's
negotiation niochanisni oilers a means for distributing control; sharing responsibility for tasks
between managers and contractors offers a degree of reliability; and the careful dusign of the
inedsag( typ)es in the protocol helps avoid saturating the communication channel and causing

. .~ I
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bottlenecks.

11. LIMITATIONS, EXTENSIONS, OPEN PROBLEMS

11.1 TheOtherStages

Earlier we noted that this paper focuses on application of the contract net to the distribution
stage ot distributed problem solving. The other stages ... decomposition, sub-problem solution, and
answer synthesis ... are important foci for additional work. Problem decomposition, for example, Is
not a well-understood process. It is easy to recognize when it is done well or badly, but there are
relatively few principles that can be used prospectively to produce good decompositions.

We address below the issue of sub-problem solution, noting that a more cooperative
approach .-- one in which individual nodes share partial solutions as they work ... can be useful in .
variety of problems,

Finally, as we have explored elsewhere [4], there are a number of approaches to synthesizing
-.divldual sub-problem results, each addressing a different anticipated level of problem Interaction.

In future work we intend to explore applications of the contract net and the negotiation
metaphor to each of these topics,

11.2 Instantlating the Framework

The framework we have proposed ... the task announcement, bid, award sequence, the
common internode language, etc, -. offers some ideas about what kinds of Information are useful for
distributed problem solving and how that information can be organized. There is still a considerable
problem involved in instantiating the framework in the context of a specific task domain, Our protocol
provides a site for embedding particular types of information (e.g. an eligibility specification), but does
not spechy exactly what that information is for any specific problem.

In this sense the contract net protocol is similar to Al languages like PLANNER, CONNIVER, OLISP
[22], etc., which supply a framework for problem solving (e.g., the notions of goal specifications,
theorem ; atterns, etc.), but leave to the user the task of specifying the content of that framework for
any given problem, We expect that further experience with our framework will lead to additional
structure to help guide Its use.

11 .Z Alternate Models of Cooperation

We have emphasized task sharing as a meann of Internode cooperation and have attempted
to provide some mechanisms for the communication required to effect this mode of cooperation, We
;.eve not as yet, however, adequately studied result-sharing [26] as a means of cooperation, In that
approach, nodes assist each other through sharing of partial results, This type of cooperation
appears to be of use in dealing with several sorts of problems, For problems where erroneous data or
knowledge lead to conflicting views at individual nodes, sharing results can help to resolve those
inconsistencies (as for example in [171). For Gome tasks, any individual Subproblem is inherently
ambiguous even when data and knowledge are complete and exact (e.g., the blocks world scene
identification in [291; here the sharing of intermediate results can be an effective means of reducing or
removing ambiguity. It is our intentioni to examine the structure of communication for this mode of
cooperation with a view to extending the contr.ct net framework to incorporate it.

. ... ,O-WN"..... . . rI
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It would also be useful to develop a more advanced form of task-sharing. In our current
formulation, task distribution results in the traditional form of "hand out a subtask and get back a
result" interaction. We are currently exploring the possibility of expanding this to a more cooperative
form of interaction in which "what is to be done" is negotiated as well as "who is to do it".

We are also exploring further development of the dynamic configuration capabi~ity which the
contract net makes possible. As noted in Section 8.3, initialization of the DSS can take ir,tn account
the resources available (numrber of sensors, etc.). We intend to extend this to dynamic
reconfiguration: the negotiation technique should provide a mechanism that allows nodes which have
become overloaded to shed some of their workload by distributing tasks to other available nodes.

1 1,4 Optimality of the Negotiation Process

As noted, a major goal of the contract net framework Is to provide a mechanism for solving
the connection problem ... achieving an appropriate matching of tasks to processor nodes, Yet it Is
easily seen that the negotiation process described above does not guarantee an optimal matching of
tasks and nodes,

There are two reasons why this may occur, First, there is the problem of timing, A node that
becomes idle chooses a task to bid on from among the tas"ý announcements It has heard up to that
time. Similarly, a manager chooses what to do on the basis of the bids it has received by the
expiration time for its task announcement. But since the net operates asynchronously, new tauik
announcements and new bids are made at unpredictable times. A better matching of nodes to tasks
might be achieved if there were some way to know that it was appropriate for a node to wait just a little
longer before bidding, or for a manager to wait a little longer before awarding a task.

Second, at any given Instant in time, the complete matching of nodes and tasks results from
a number of local decisions. Each Idle node chooses the most interesting task to bid on, without
reference to what other idle nodes may be choosing; each manager chooses the best bid(s) it has
received without reference to what any other manager may be doing. The best global assignment
does not necessarily result from the simple concatenation of all of the best local ansignments.12

Consider for example a situation in which two managers (A and B) have both announced
tasks, and two potential contractors (X and Y) have each responded by bidding on both tasks.
Imagine further that from A's perspective, X's bid is rated .9 (on a 0 to 1 scale), while Y's is rated .8
(Figure 19). Conversely, from B's perspective, X is rated .8 and Y Is rated .2

AB

X .9 X .8
Y .8 Y .2

Fig. 19: Managers rating bids from prospective contractors.

From a purely local perspective, both of the managers want X as their contractor; from a
more global perspective it may make more sense to have A "settle" for Y, and give X to B. Yet we
cannot in yonoral create the more global perspective without exchanging what may be extensive
aniounts of information,

22 I his applut'ir' to bo a villiely of Iho "prisroner's diloinmi'" problem (rieo e U., 19]. [281)

L.1
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The first of the two problems (timing) appears unavoidable given that we have chosen to deal
with the kinds of problems typically attacked in Al, problems whose total decomposition Is not known
a priori. In a speech understanding problem, for instance, we cannot set up a fixed sequence of KS
Invocations beforehand because the utility of any given KS is not predictable in advance. Similarly, in
a DSS, we have the same inability to predict KS utility, plus the added difficulty of new signals arriving
at unpredictable moments.

If we do not know in advance which subtasks will arise and when, or exactly which KSB will
be useful at each point, then we clearly cannot plan the optimal assignment of nodes to tasks for the
entire duration of the problem. Some planning may be possible, however, even If we lack complete
knowledge of a problem's eventual decomposition. We are currently studying ways to make use of
partial Information about tasks yet to be encountered or nodes that are soon going to be Idle.

The second problem (local decisions) appears inherent In any decentralization of control and
decision making. As noted earlier, we want to distribute control (for reasons of speed,
problem.solving power, reliability, etc.). Given distributed control, however, globally optimal control
decisions are possible only at the cost of transmitting extensive amounts of Information between
managers every time an award is about to be made. With that approach, Inefficiencies due to
suboptimal control decisions are traded for inefficiencies arising from transmission delays and
channel saturation. We are currently studying this tradeoff and exploring ways of minimizing the
difficulties that arise from this problem,

It appears then, that as a result of the unpredictability of the timing of subtasks and the
necessity of making local decisions, precisely optimal matching of nodes to tasks Is not possible,
Note, however, that our stated goal Is an appropriate assignment of nodes to tasks. Operation of the
contract net Is not predicated on optimal matching. In addition, the small set of experiments we have
done so far Indicate that overall performance is not seriously degraded by suboptimal matching,

11.5 Coherent Behavior

We do not yet fully understand the more general problem of achieving globally coherent
behavior In a system with distributed control. The fundamental difficulty was described earlier: Ws
require distributed control In order to effect loose coupling, yet coherent behavior usually requireb a
global perspective.

Some aspects of the contract net protocol were motivated by attempts to overcome this
problem. First, each node in a contract net maintains a list of the best recent task announcements It
has seen ... a kind of window on the tasks at hand for the net as a whole. This window enables the
nodes to compare announcements, to assist in making the best task selections over time. Second,
the task abstraction supplies information which enables a node to compare announcements and
select the most appropriate. In a similar fashion, information in bids (the node abstraction) enables
managers to compare bids from different nodes and select the most appropriate. In addition, the task
and data hierarchies provide an overview of DSS function, helping to organize the overall efforts of
the nodes.

We still have the problem that good local decisions do not necessarily add LIp to good global
behavior, as the example In the previous section showed. However, the steps noted at least
contribute to local decisions that are made on the basis of an extended (not snapshot) view of system
performance and decisions that are based on extensive Information about tasks and bids.

In the most general terms we see our efforts aimed at developing a problem solving protocol,
The protocol should contain primitivew, appropriate for talking about and doing problem solving, and
should structure the interaction between problem solvers in ways that contribute to coordinated
behavior of the group. We have thus far taken an initial step in this direction with the development ol

• ' , l I I I I I I I I I I I II.L -
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the task announcement, bid, and award sequence.

12. SUMMARY

The preceding discussion considered the contract net in a number of different contexts. In
the most spacilic view, it was considered a mechanism for building a distributed sensing system.
More generally, it offered an approach to distributed problem solving and a view of distributed
processing. In the most general view, it was considered In the context of Al problem solving
techniques. In the sections that follow we consider the advantages offered by the contract net in
each of these contexts, reviewing in the process the central themes of the paper.

12.1 Contributions to Distributed Processing

A distributed processing approach to computation offers the potential for a number of
benefits, including speed and the ability to handle applications that have a natural spatial distribution.
The design of the contract net framework attempts to ensure that these potential benefits are Indeed
realized.

In order to realize speed in distributed systems, we need to avoid bottlenecks. They can
arise in two primary ways: by concentrating disproportionate amounts of computation or
communication at central resources, and by saturating available communication channels so that
nodes must remain idle while messages are transmitted.

To avoid bottlenecks we distribute control and data. In the DSS example, data is distributed
dynamically as a result of the division of the net into areas during the initialization phase. Control Is
distributed dynamically through the use of a negotiation process to effect the connection of tasks with
idle processors,

The contract net design also tries to avoid communication channel saturation by reducing
the number and length of messages. The information in task announcements (like eligibility
specifications), for instance, helps eliminate extra message traffic, thereby helping to minimize the
amount of channel capacity consumed by communication overhead, Simliarly, bid messages can be
kept short and "to the point" through the use of the bid specification mechanism.

Finally, the ability to handle applications with a natural spatial or functional distribution is
facilitated by viewing task distribution as a connection problem and by having the processors
themselves neglotiate to solve the problem. This makes it possible for the collection of available
processors to "spread themselves" over the set of tasks to be done, distributing the workload
dynamically.

12.2 Contributions to Distributed Problem Solving

As we noted earlier (Section 6), a central Issue In distributed problem solving is org.nlzation:
How can we distribute control and yet maintain coherent behavior?

One way to accomplish this is by what we have called task.sharing, the distribution around

the net of tasks relevant to solving the overall problem. As we have seen, the contract net views
task-sharing in terms of connecting idle nodes with tasks yet to be done. It effects this matching by
structuring interuction aroulnd negotiation as an organizing principle,

Negotiation in turn is implemented by focusing on what it is that processors should say to
one another. The motivation for our protocol is thus to supply one idea on what to say rather than
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how to communicate.
As the example in Section 8 showed, use of the contract net makes it possible for the system

to be configured dynamically, taking into account (in that example) such factors as the number of
sensor and processor nodes available, their location, and the ease with which communication can be
established. Such a configuration offers a -;umber of Improvements over a static, a priori
configuration. It provides, for instance, a degree of simplicity: The same software is capable of
initializing and running networks with a wide variation of available hardware. If the configuration were

static, each new configuration would presumably require human Intervention for its basic design

(e.g., assigning nodes to tasks) and might require modifications to software as well.
Dynamic configuration also means that most nodes that must cooperate are able to

communicate with one another directly. This reduces the necessity for either Indirect routing of
messages or the use of powerful transmitters for all nodes.

The contract net also offers advantages in terms of increased reliability. By distributinCj both

control and data, for instance, we ensure that there is no one node or even a subset of nodes whose
loss would totally cripple the system. In addition, recovery from failure of a node is aided by the
presence of explicit links between managers and their contractors. The failure of any contractor can
be detected by its manager; the contract for which it was responsible can then be re-announced and
awarded to another node. There is, in addition, the possibility of reliability arising from "load sensitive
redundancy". When load on the net is low, we might take advantage of idle processors by making
redundant awards of the same contract. The system thus offers the opportunity to make resource
allocation decisions opportuniss.scally, taking advantage of idle resources to provide additional
reliability.

The framework also makes it reasonably easy to add new nodes to the net at any time. This
is useful for replacing nodes that have failed or adding new nodes in response to increased
computational load on the net, Two elements of the framework provide the foundation for this
capability. First, the contract negotiation process uses a form of "anonymous invocation": the KSs to
be invoked are described rather than named. Second, there is a single language "spoken" by all the
nodes.

The concept of describing rather than naming KSs has its roots in the goal directed
Invocation of various Al languages and the notion of pattern-directed invocation generally (see, e.g.,
[301), where it was motivated by the desire for more sophisticated forms of KS retrieval. It also,
however, turns out to offer an interesting and useful form of "substitutability", simply because where
names are unique, descriptions are not, and a wide range of KSs may satisfy a single description, As
a result, in a system with invocation by name, the addition of a new KS requires modification of the
existing code to insure that the new KS is indeed invoked. When invocation is by description, adding
a new KS involves simply making it available to the existing collection of KSs; it will be invoked
whenever its description is matched (in our case, whenever it chooses to bid on a task

announcemtient). The contract net thus shares with other systems using anonymous invocation the
ability to add new KSs by simply "throwing them into the pot".

Second, the use of a single language "spoken" by all the nodes simplifies communication. If
we are to add a new node, it must have some way of communicating with other nodes in the net. The

contract net simplifies this issue by providing a very compact language: The basic protocol (task
announcement, bid, award) provides the elementary "syntax" for coir iication, while the common
Internode language provides the vocabulary used to express the contern of the messages exchanged.

Thus, anonymous invocation means that it is possible for a new node to begin participating In

the operation of the net by listening to the messages being exchanged. (it invocation were by name,
listening to message traffic would do no good). The use of a single language means that the node will

understand the messages, and the use of a very simple language means that the task of initializing a

node is easier.
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12.3 Contributions to Artificial Intelligence

The contract net offers a novel view on the nature of the invocation process. As we have
seen, it views task distribution as a problem of connecting tasks to KSs capable of executing those
tasks, and effects this connection via negotiation,

In Section 9 we used this perspective to examine existing models of Invocation and evaluate
them along several dimensions. This discussion showed, first, that in previous models connection is
typically effected with a transfer of information that is unidirectional; hence the connection process is
asymmetric. Control resides either ,ith the tasks (goal-driven invocation) or with the KSs (data-driven
invocation). In the contract net view, by contrast, the transfer is two-way, as each participant in the
negotiation offers information about itself, This in turn means that control can be shared by both; the
problem becomes one of mutual selection.

We then showed that the Information transferred Is typically limited in content. In the
contract net, on the other hand, the Information Is not limited to a name or pattern, but is Instead
expanded to include statements expressible In the common internode language.

Third, the discussion showed that information about a more complete collection of candidate
KSs Is available before final selection Is made. This makes possible a wider range of KS and task
selection strategies than are possible if KSs and tasks must be selected or rejected as they are
encountered.

Finally, we noted that this expanded view of invocation effects a true deliberation process,
since one possible outcome of the negotiation Is that none of the bids received is judged good
enough, and hence none of the potential contractors will be selected. This appears to be a useful
advance that has no precise analogy in previous programming languages and applications.

12.4 Conclusion: the Major Themes Revisited

Two of the major themes of this paper were the notion of protocols aimed at problem solving
rather than communication and the concept of negotiation as a basic mechanism for Interaction, The
first was illustrated by the use of message types like task announcement, bid, and award. This
focused the contract net protocol at the level of problem solving and provided a step toward
Indicating what kinds of information should be transferred between nodes.

The utility of negotiation as an interaction mechanism was demonstrated in two settings.
First, our basic approach to cooperation relies on task-sharing, and negotiation Is used to distribute
tasks among the nodes of the net. This makes possible distribution based on mutual selection,
yielding a good match of nodes and tasks. Second, negotiation was used to effect transfer of control.
In that setting it offered a framework In which the matching of KSs to tasks was based on more
information than is usually available (due to the transfer of Information in both directions, and the
transfer of more complex information). As a result, negotiation makes it po3sible to effect a finer
degree of control and to be more selective in making decisions about invocation than is the case with
previous mechanisms.

Acknowledgments

This work describes research done at the Artificial Intelligence Laboratory of the
Massachusetts Institute of Technology and at the Defence Research Establishment Atlantic of the
Department of National Defence, Research and Dovelopment Branch, Canada. Support for the



NEGOTIAtION AS A METAPHt• 41 •DAVS AND M

Artificial Intelligence Lab is provided In part the Advanced Research Projects Agency of the
Department of Defense under Office of Naval Research Contract N00014.80.C.505.

The assistance of Bruce Buchanan and Ed Feigenbaum in the original development of these
ideas is gratefully acknowledged. Carmen Bright, Joe Maksym, Carl Hewitt, and Patrick Winston
provided useful comments on earlier drafts of this paper,



NECOI IATiON AS A METAPHOR •42. DAVIS ANDSMTH

References

[1] J..L, Baer, A Survey Of Some Theoretical Aspects Of Multiprocessing, Computing Surveys, Vol. 5,
No. 1; March, 1973, pp. 31-80.

(2] E. K. Bowdon, Sr. and W. J. Barr, Cost Effective Priority Assignment In Network Computers. FJCC
Proceedings, Vol. 41, Montvale, N. J.. AFIPS Press, 1972. Pp. 755.703.

13] R. Davis, Meta-rules: reasoning about control, Artificial Intelligence, 1 5:179.222, Dec 1980.

[4] R. Davis, Models of problem solving: Why cooperate? SIGART Newsletter, Oct 1980, pp 50.51.

[5] R. Davis and J, King, An Overview of Production Systems. In E. W. Elcock and D. Michie (Ede.),
Machine Intelligence 8. New York: Wiley & Sons, 1977. Pp. 300.332.

[6] C. R. D'Olivera, An analysis of computer decentralization, MIT LCS, TM90, October 1977.

(7] D. J. Farber and K. C. Larson, The Structure Of The Distributed Computing System Software. In J.
Fox (Ed.), Proceedings of the Symposium on Computer-Communications NetworAs And
Teletraffic, Brooklyn, N. Y.: Polytechnic Press of the Polytechnic Institute of Brooklyn, April 1972,
Pp. 539-545.

(8] J, R. Galbraith, Organizational design .. an information processing view, In Kolb (ed.),

Organizational Psychology, 2nd Edition, Prentice Hall, 1974, pp. 313-322,

[9] H. Hamburger, N-person prisoner's dilemma, J. Math. Sociology, 3(1973) 27-48.

[10] C. Hewitt, Description And Theoretical Analysis (Using Schemata) Of PLANNER: A Language For
Proving Theorems And Manipulating Models In A Robot, MIT Al TR 258, MIT, April 1972.

[111 C. Hewitt, Viewing Control Structures As Patterns Of Passing Messages. Artificial Intelligence,
Vol. 8,1977, pp, 323.364.

[121 R. E, Kahn, Resource-Sharing Computer Communications Networks. Proc. IEEE, Vol. 80, No. 11,
November 1972, pp, 1397-1407.

[13] R. E. Kahn, The Organization Of Computer Resources Into A Packet Radio Network. NCC
Proceedings, Vol. 44, Montvale, N. J,: AFIPS Press, 1975. Pp. 177.186.

[14] S. R. Kimbleton and G. M. Schneider, Computer Communications Networks: Approaches,
Objectives, and Performance Considerations. Computing Surveys, Vol. 7, No. 3, September
1975, pp. 129.173.

[151 D. B. Lenat, Beings: Knowledge As Interacting Experts. IJCAI4, 1975, pp. 126-133.

(161 V. R. Lesser, R. D. Fennell, L, D. Erman, and D. R. Reddy, Organization of the HEARSAY II
Speech Understanding System. IF.EE Trans. on Acoustics, Speech, and Signal Processing, Vol.
ASSP-23, No. 1, February 1975, pp. 11.24.

S~~~~~~~.................................. . .. •" _;' .:........ ........•. -•" ....- .. ... ,



NEOOTIAIION AS A WA L.O .aD i OAVIS ANO WfH

[17] V. R. Lesser and L. D. Erman. Distributed Interpretation: a model and experiment, IEEE Trans

Comp,C-29, Dec 80, pp 1144.1163.

[18] D. V. McDermott and G. J, Sussman, The CONNiVER Reference Manual. Al Memo 259a, MIT,

January, 1974.

[19] H. P. Nil and E, A. Feigenbaum, Rule-Based Understanding Of Signals. In D. A. Waterman and F.
Hayes-Roth (Eds.), Pattern-Directed Inference Systems. New York: Academic Press, 1978. Pp.
483-501.

[20] R. N. Noyce, From Relays To MPU's. Computer, Vol. 9, No. 12, December 1976, pp. 26-29.

[21] L. G. Roberts, Data by the packet, IEEE Spectrum, vol 11, No. 2, Feb. 1974, pp 46-51

122] E. D. Sacerdoti, et. al, QLISP .- A language for the interactive development of complex systems,
Proc NCC, vol 45,1976, pp. 349-356.

[23] R. G. Smith and R. Davis, Applications Of The Contract Net Framework: Distributed Sensing.
Proceedings of the ARPA Distributed Sensor Net Symposium, Pittsburgh, PA, December 1978,
pp. 12.20.

[24] R. G, Smith, A Framework For Problem Solving In A Distributed Processing Environment. Ph.D.
Dissertation, STAN-CS-78.700 (HPP.78-28) Dept, of Computer Science, Stanford University,
"December 1978.

[25] R. G. Smith, The contract net protocol: high level communication and control in a distributed
problem solver, IEEE Trans Comp, C-29, Dec 80, pp 1104-1113.

[261 R. G. Smith, R, Davis, Frameworks for cooperation in a distributed problem solver, IEEE Trans on
SMC, Jan 1981,

[27] L. Svodobova, B. Liskov, D. Clark, Distributed computer systems: structure and semantics,

MIT-LCS.TR-215, MIT Laboratory for Computer Science, March 1979.

[28] A. W. Tucker, A two-person dilemmma, mimeo, Stanford University, 1950.

[29] D. Waltz, Understanding line drawings of scenes with shadows, in The Psychology of Computer
Vision, Winston (ed.), McGraw-Hill, N.Y. 1975.

130] D. A. Waterman and F. Hayes.Roth, (eds.), Pattern .Directed Inference Systems, Academic Pres,
N.Y., 1978.

' ' t I i i•I I4


